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Radiation-induced photocurrents2

Why it matters

• Fluence of ionizing radiation generates excess electron-hole pairs within a semiconductor device
• Resulting excess current is not present in normal environments and alters device characteristics
• This can lead to abnormal circuit behavior and operation (does not function as intended)

What is it?

Radiation induced photocurrents are a major concern for 
electronic applications requiring a high level of reliability:

• Nuclear weapons: hostile environments can compromise weapon’s 
circuits such as AFF

• Space electronics: trapped radiation, solar activity, galactic cosmic 
rays pose significant risks to navigation and communication satellites

• Medical electronics: high energy ionizing particles and photons are 
used extensively for medical diagnostics and treatment 

Development of a range of hardness assurance methodologies & rad hardened devices
Modeling and simulation plays a key role in understanding and mitigating radiation effects

Mitigation

S. Meyers, QASPR Overview, 2007; E. Bielejec, SAND2007-0364 
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Modeling and simulation of photocurrent effects3

Option #1: TCAD (Technology Computer-Aided Design)

• First-principles semiconductor device models provide accurate 
descriptions of device physics over a wide range of operating conditions

• However, TCAD simulations are computationally expensive and almost 
never used in circuit simulators (so-called mixed mode simulations) CHARON MOSFET simulation
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Figure 19: Top: the unstructured quadrilateral mesh for the n-channel MOSFET device. Bottom: the grid
refinement in the upper left and the upper right sections of the device.
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property is not a prerequisite for the stability and accuracy of the CVFEM-SG formulation. On
the other hand, these examples confirm that topological duality is a prerequisite for the stable
and accurate FVM-SG solution. Loss of topological duality by the control volume mesh K�

h(�)
not only reduces the accuracy but may lead to unphysical solutions and spurious oscillations.

The new method adapts automatically to solution features and does not require heuristic stabi-
lization parameters, or manual calibration. In particular, simulations of steady-state test problems
indicate that the CVFEM-SG can resolve boundary layers with minimal smearing, while resolu-
tion of internal layers tends to be more di⇥usive and may benefit from adaptive grid refinement.

Numerical results also suggest that the CVFEM-SG preserves well various physical solution
properties. For instance, simulation of time dependent test problems shows a reduced tendency
in the CVFEM-SG solutions to develop a drift-dependent bias. As a result, the CVFEM-SG
preserves better solution features such as solution symmetry. Lastly, although the new method
is not formally monotone, it exhibited minimal or none violations of physical solution bounds in
all simulation scenarios and behaved in an “essentially monotone” manner.
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Compact device models4

Dominant approach (50+ years): based on analytic solutions of the governing PDEs. 

Ongoing projects at Sandia aim to “disrupt” this status quo by demonstrating that numerical 
data-driven approaches are a viable alternative to analytic approximations.

• Analytic solutions require empirical assumptions with limited validity to render the PDEs solvable in closed form.

• Reliance on simplified solutions compromises ability of the models to generalize.

• Models may have to be recalibrated for different operating regimes.

• Models can not take advantage of the full-featured physics deployed in TCAD.

Option #2: Compact Device Models

• Computationally inexpensive: combination of 

• empirical formulas for ideal circuit elements
• simplified solutions to semiconductor transport equations
• circuit models combining the above

𝐼 = 𝐼! exp
𝑉"
𝑛𝑉#

− 1

Shockley diode equation
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Fig. 6. IGFET drain voltage–current chararte;istics, showing
the effect of channel-length modulation.

channel. The equations relating Id to the various volt-
ages and material parameters are shown in Fig. 5. The
equations were developed from results given elsewhere [8]
through a change of variables and through the addi-
tion of the term (1+ Z/VGs– VGDI) to represent channel-
Iength modulation and electrostatic drain-source cou-
pling. Fig. 6 illustrates that these effects result in a finite
slope of the characteristic curves, beyond pinchoff,
which is proportional to the current at the pinchoff
point. A more detailed representation of the drain cur-
rent source may be used [9]. However, our experience
indicates that the equations shown here are adequate
for simulation of large signal switching circuits.
The equations in Fig. 5, despite the complexity aris-

ing from the conditional equalities, are easily pro-
grammed on a digital computer.

V. EXPERIMENTATION VERIITCATION

For confirmation of the validity of the model, the
cascaded inverter circuit of Fig. 7 was simulated and
the results compared with experimental measurements.
The devices used were discrete p-channel enhancement-
mode IGFETs having a geometry similar to integrated
devices and with a separate substrate contact available
at a fourth lead. This permitted a common substrate
connection for all devices, as would be found in an in-
tegrated circuit. All capacitances, as well as the con-
stants All, K2, V~o) and 1 were measured. other device
parameters were calculated from device geometry, diffu-
sion specifications, and appropriate physical constants.
The results of the measurements and the predicted

response for the output voltage of the cascaded inverter
circuit are shown in Fig. 8. The dotted line” was obtained
experimentally. The solid line was computed using the
IGFET model and the circuit analysis program. A sin-
gle curve shows the input for both the analytical and
experimental input signal. It should be noted that no

Authorized licensed use limited to: Sandia National Laboratories. Downloaded on September 26,2021 at 19:45:27 UTC from IEEE Xplore.  Restrictions apply. 

p-channel IGFET circuit model. 
Shichman et al, IEEE Journal of Solid-
State Circuits, 3(3):285–289, 1968.

Sandia has led/sponsored the development of most compact photocurrent models  currently in use.

Despite the successes of data-driven and reduced order models in other science and 
engineering fields they have not yet been embraced by the radiation effects community
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Development of traditional compact photocurrent models5

𝐼 𝑡 = 𝐼!! 𝑡 + 𝐼!" 𝑡 + 𝐼!# 𝑡

Compact analytic photocurrent models are developed by treating separately different device regions
• This is required to render the Drift-Diffusion equations solvable in closed form

Carriers in Ω$ are quickly converted to prompt photocurrent (strong electric field)

Carriers in Ω%, Ω& gradually drift and/or diffuse into Ω$: produce delayed photocurrents 

Step 2: Total photocurrent is sum of independent contributions: 

𝐼'!(𝑡) = 𝑞𝑔𝐴𝑤$

Model 𝐼'"(𝑡) and 𝐼'#(𝑡) using charge neutrality + congruence + low injection rate assumptions 

Drift-Diffusion ⇢ Ambipolar Diffusion Equation (ADE) in Ω&:

𝐼!"(𝑡) 𝐼!!(𝑡)𝐼!#(𝑡)

IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. XX, NO. XX, XXXX 2020 2

A hybrid analytic-numerical compact model for
radiation induced photocurrent effects

Joshua Hanson,Biliana Paskaleva Member, IEEE, Pavel Bochev, Charles Hembree, and Eric Keiter, Senior

Member, IEEE

Abstract—Compact photocurrent models are generally for-
mulated by separating the total photocurrent into prompt and
delayed components. The former is treated by invoking the deple-
tion approximation, which reduces the Drift-Diffusion Equations
in the depletion region to a Poisson equation that can be solved
analytically. The delayed component is modeled using the charge
balance assumption, under which the excess carrier dynamics
is governed by the Ambipolar Diffusion Equation (ADE). How-
ever, the ADE is a nonlinear, time-dependent PDE that cannot
be solved analytically. Compact analytic models apply further
physical approximations and assumptions that render the ADE
solvable in closed form but may reduce model’s accuracy. We
develop a hybrid analytic-numerical approach to replace analytic
ADE solutions by reduced order numerical approximations. This
obviates the need for additional approximations and yields an
accurate and computationally efficient compact photocurrent
model. We demonstrate this model by comparing its predictions
with those of a state-of-the-art analytic model using photocurrent
measurements obtained at the Little Mountain facility.

Index Terms—Ambipolar Diffusion Equation, Singular Value
Decomposition, Finite Element Method, Compact Photocurrent
Model, Projection-Based Model Order Reduction.

I. INTRODUCTION

Radiation environments present multiple threats to micro-
electronics. These threats can be analyzed through circuit
simulations [5] but such an analysis requires accurate compact
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Fig. 1. A typical configuration for the development of compact photocurrent
models comprises a depletion region ⌦d and quasi-neutral p� and n�regions
⌦p and ⌦n, respectively. The photocurrents generated in each region are
modeled independently.

models for the photocurrents generated by the ionizing radia-
tion. Starting with the classical work [13] most such models in
use today have been developed by treating the depletion and
quasi-neutral regions independently; see Fig.1. This approach
is motivated by fact that the excess carriers generated in ⌦d

are quickly converted into photocurrent due to the strong
electric field in that region, whereas the response of the excess
minority carriers in ⌦n and ⌦p is delayed due to their gradual
drift and/or diffusion into the depletion region. Once in ⌦d

these carriers are also quickly converted into current. The total
photocurrent with this approach is then modeled as

I(t) := I⌦d(t) + I⌦n(t) + I⌦p(t) , (1)

where I⌦d(t) is the prompt component produced by ⌦d, and
I⌦n(t) and I⌦p(t) are the delayed components generated in
⌦n and ⌦p, respectively.

The standard practice in modeling I⌦d is to assume that (i)
the conversion of excess carriers into prompt photocurrent is
instantaneous; (ii) the doping profile is a piecewise constant
function, and (iii) the depletion approximation is valid in
⌦d; see [1], [5]. Under these assumptions the drift-diffusion
equations (DDEs) in ⌦d reduce to a single Poisson equation
that can be solved exactly to obtain a closed form expression

I⌦d(t) = qgAwd (2)

for the prompt photocurrent. In (2)

wd = !n + !p = (2✏(Vbi � V )(N�1
a +N

�1
d ))1/2 , (3)

is the depletion width1 calculated from the Poisson equation.
To model the excess carrier dynamics in ⌦n and ⌦p most

compact models invoke the charge neutrality and the congru-
ence assumptions. The former states that the excess electron
and hole concentrations are approximately equal across the

1See Table IV for a list of the parameters used throughout this paper.

Step 1: Split device  into a depletion region and quasi-neutral P and N-regions

𝜕𝛿𝑝
𝜕𝑡

= 𝐷%
𝜕(𝛿𝑝
𝜕𝑥(

− 𝜇%𝐸&
𝜕𝛿𝑝
𝜕𝑥

−
𝛿𝑝
𝜏%
+ 𝑔 𝑥, 𝑡 , 𝑥, 𝑡 ∈ Ω& × 𝑇 𝐼'# 𝑡 = 𝑞𝐴𝐷%

𝜕𝛿𝑝
𝜕𝑥

𝑤&, 𝑡 + 𝜇𝐸&𝛿𝑝(𝑤&, 𝑡)

Model 𝐼'!(𝑡) using the depletion approximation: Drift-Diffusion  ⇢ Poisson Equation ⇢

Photocurrent generated in Ω& (homogeneous BC)  
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Development of traditional compact photocurrent models6

Step 3: Further simplify ADE so that one solve it analytically

Wirth & Rogers Model, IEEE Trans. Nucl. Sci. 11 (1964):

- Unbounded N and P regions
- Negligible electric field: E = 0 (no drift term)

Enlow & Alexander Model, IEEE Trans. Nucl. Sci. 35 (1988):

- Use approximate Laplace transforms: inaccurate if E>10V/cm

WIRTH AND ROGERS: TRANSIENT RESPONSE OF TRANSISTORS AND DIODES

JUNCTION DIODE RESPONSE

The response of the P-N diode can be under-
stood qualitatively by inspecting the changes in
the minority carrier concentration caused by ion-
izing radiation. The normal distribution of

carriers in the N and P regions of a reverse-
biased diode is shown by the solid lines in Figure
la. Assume that this diode is irradiated by a
very short pulse of ionizing radiation which cre-

ates hole electron pairs uniformly throughout the
volume. Those carriers generated in the junction
transition region will be swept across the junc-
tion by the built-in electric field and collected
within a few nanoseconds. These carriers consti-
tute a current which, to a good approximation, can
be treated as having no time delay relative to the
radiation pulse and is therefore referred to as
the prompt component of photocurrent, ip(t).
Because the holes are swept into the P region and
the electrons into the N region, the direction of
current flow is from the N to the P region.

Those carriers created outside the depletion
region cause a transient increase in minority car-
rier density as indicated by the dotted lines in
Figure la. (The dotted lines depict the carrier
concentrations at an instant immediately after ex-

np(xt)
p~~~~~~-

z
0
(9
LLJ
w

I::

I
<
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/ Pn X,T)

-~~~~~~~~~r
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Lii
z .

0

. -~~~~~~~c p (x,t)
n ~(xt )pI <~~
P REGION o- 0 N REGION X

(b)

Fig. 1-Minority Carrier Densities in a P-N Diode
Before and Immediately After Irradiation.

posure.) Because the minority carrier gradient at
the junction is increased, the diffusion field in
creases and carriers in the vicinity of the junc-
tion diffuse toward the junction. Only those car-
riers created, on the average, within one diffusion
length of the junction are collected; the other
carriers cannot reach the junction before they re-
combine and therefore do not contribute to the
transient current. Because of the finite time
required for the carriers to diffuse to the junc-
tion this current is called the delayed component
of photocurrent, id(t). Since the carrier move-
ments for both the prompt and delayed photo currents
are in the direction of increasing the current flow
from the N to the P region, there is a transient
current superimposed on the steady-state leakage
current.

The analysis of the forward-biased diode is
mathematically the same as that of the reverse-
biased diode. Since the applied bias does not com-
pletely cancel the built-in junction potential, an
electric field exists in the transition region and
a prompt photo current flows from the N to the P
region. As illustrated in Figure lb, the gener-
ation of carriers in the bulk material decreases
the magnitude of the carrier gradient at the junc-
tion and produces a transient decrease in the for-
ward conduction current. The total current can
therefore be thought of as the superposition of the
normal conduction current and the prompt and de-
layed photocurrents which flow from the N to the
P region.

The magnitude and time dependence of the
prompt and delayed components of photo currents in
P-N diodes are derived in Appendix I. The most
important assumptions imposed in this analysis are:
(1) the diode has one-dimensional geometry; (2)
the radiation intensities are not sufficient to
cause conductivity modulation; (3) the diode has
negligible electric fields and is uniformly doped,
except at the junction; and (i4 ) the voltage across
the junction is constant. These assumptions are
imposed primarily in order to obtain expressions
for the photocurrent which are amenable to physical
understanding. Fortunately, the restrictions im-
posed by these assumptions are approximately satis-
fied by a large variety of actual devices and radi-
ation environments.

Although the diode response is determined in
Appendix I for several specific radiation wave-
shapes, the response most useful in experimental
studies is that caused by a short pulse of radi-
ation. If the radiation pulse intensity causes a
carrier-pair generation rate of G and if the radi-
ation pulse duration is T, where T is short com-
pared to the minority carrier lifetimes of the
device., it is shown that the total photocurrent,

1964 25

Authorized licensed use limited to: Sandia National Laboratories. Downloaded on March 02,2020 at 18:35:19 UTC from IEEE Xplore.  Restrictions apply. 

Wunsch, Axness & Kerr Model, J. Appl. Phys. 96 (2004):

- Use Fourier analysis techniques: 𝐼$)*+,- = 4𝑞
𝐿%(

𝑥.
C

/01

2
D
1

3/5"
𝑔(𝑡 − 𝑢𝜏%)𝑒6+$7𝑑𝑢

Fjeldly at al  Model, IEEE Trans. Nucl. Sci. 48 (2001): 𝐼$)*+,- = 𝑔 𝑡 𝐿% tanh
𝑊%
2𝐿%

Implemented in Xyce
- “Separation of variables” form
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Development of traditional compact photocurrent models7

Step 4: Use lab measurements to calibrate the compact model

Deflection
Plates

Quadrupole
Lens

Sample
Chamber

200ns to seconds

Magnet

Device
Under
Test
e.g. 

transistor
slots

V slits
V slits

Figure credit: Edward Bielejec, SNL http://www.sandia.gov/pcnsc/research/research-briefs/briefs-2007.html

Ion Beams
• Microbeams: typically < 1𝜇𝑚 in diameter, but very low ion currents typically 1000 to 10,000 ions/s

• Milli-beams: (typical QASPR beams) ~ 200×200𝜇𝑚( to 4×5𝑚𝑚(, high ion flux achieving
> 3×10.8 𝑛/𝑐𝑚(/𝑠 𝑀𝑒𝑉(𝑆𝑖), the spot size is continuously variable over these ranges.

Electron Beams
• Milli-beams: ~ 200×200𝜇𝑚( to 4×4𝑚𝑚(, but only able to achieve the highest dose rates

> 1×10.( 𝑟𝑎𝑑(𝑆𝑖)/𝑠 over ~ 1×1𝑚𝑚( (limited by beam current)
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Hybrid compact models8

• Retain the separate treatment of the depletion and quasi-neutral regions

• Focus on the delay photocurrent as it is the more challenging aspect of the model development

• Replace the analytic solution by a data-driven numerical model, thus a hybrid analytic-numerical approach.

• Dynamic Mode Decomposition model: minimal PI - generic model form, learns entirely from data
• A data-driven exponential time integrator: moderate PI - model form informed by ADE, 
• Projection-based reduced order model (ROM): maximum PI - compact model derived from the ADE

• Closed form solutions require empirical assumptions with limited validity

• Reliance on simplified solutions compromises ability of the models to generalize.

• Models may have to be recalibrated for different operating regimes

J. Hanson, P. Bochev, and B. Paskaleva. Learning compact physics-aware delayed photocurrent models using DMD. The ASA Data Science Journal, 2020.

P. Bochev and B. Paskaleva. Development of data-driven exponential integrators with application to modeling of delay photocurrents. Num. Meth. PDE, 2021.

Hybrid compact models: a first step towards building trust in alternative, numerical approaches 

We have developed three types of hybrid models differing in their “physics-informed (PI)” levels:

Recall that:

All models are discrete or continuous time dynamical systems 
with inputs, simulating the internal state of the device:

and Network DMD with controls [64], which focus on equation-free models for control of dynamical systems
comprising multiple mechanical objects.

Although different from our application, these concepts can be applied to the discretization of the general-
ized action (6) by evolution operators representing approximate Koopman operators for each component. The
result would be a compositional Koopman operator with a block-wise structure as in [92]. Its diagonal blocks
advance the state of each component in time, while the off-diagonal blocks describe the interactions between
the models, assuming they are equipped with the necessary inputs and outputs. This structure resembles that
of a discretized mixed problem and it may be possible to analyze its stability properties using the discrete
Brezzi theory mentioned above. There is also an intriguing possibility that an estimate of the inf-sup constant
may actually be computable directly from the eigenvalues of the compositional Koopman operator, thereby
providing an automatic “stability certificate” for the coupled system. This conjecture is grounded in the fact
that the inf-sup constant is a lower bound on the smallest generalized singular value of the discrete constraint
operator; see [22, Proposition 3.1, p.76].

While we are confident that the proposed research strategy is viable, significant risks still remain. To
manage and control these risks we will also consider an alternative variational setting for the stability theory
corresponding to the second, optimization-based option for the construction of the monolithic problem in Sec-
tion 3.1.2. The OBM setting reverses the roles of the transmission (coupling) conditions and the component
models with the latter now defining the constraints. Such a formulation is more flexible with respect to the
coupling conditions because they are enforced in a weak sense. As a result, an OBM setting may be more
advantageous for fHNMs containing equation-free models.

MIC-RC2: Development of multi-physics “ready” data-driven models. Equation-based SciML models
such as PINNs [108], Deep Ritz [42], and UDE [106] inherit the natural inputs and outputs of the governing
equations that underpin their formulation. As a result they should be able to reuse the same coupling mech-
anisms as conventional coupled models. However, it may turn out that these mechanisms fail to satisfy the
stability conditions identified by MIC-RC1. As an example, suppose we are coupling (1) by enforcing flux
continuity (2) using a Lagrange multiplier and that u1 is a finite element field, u2 is a DNN field and the
Lagrange multiplier is the trace of one of these two fields. This choice is standard in mortar elements [14] and
is inf-sup stable when both u1 and u2 are finite elements. This may not be true when one of the fields is DNN,
and we may have to consider some regularization of (1). The model then must be able to support evaluating
this regularization. We believe this task is manageable because we are operating in the familiar setting of PDE
models and their various boundary conditions.

This is not the case when we have to build the necessary inputs and outputs into an equation-free model.
Indeed, as [105] points out, standard Koopman analysis and DMD are not designed to produce input-output
relations and “dynamics and the modes will be corrupted by external forcing”. The root cause for this is that
the standard DMD only applies to autonomous dynamical systems.

Nonetheless, there are several promising ideas that we can borrow from recent work on control of dy-
namical systems. One example is the extension of the Koopman theory [105] from an autonomous discrete
dynamical system xk+1 = f(xk) to a system with external inputs xk+1 = f(xk,uk). This extension is based
on considering observables acting on both the states and the external inputs, and generalizes the DMD with
controls (DMDc) [123] approach.

However, adapting these ideas to composition of flexible HNMs from equation-free models is not neces-
sarily straightforward. All of the above references deal with control applications where the input is the system
control, i.e., a forcing term. In contrast, when coupling models such as (1) over interfaces, the inputs and the
outputs correspond to fluxes and/or fields. Nonetheless, we can combine these ideas with the following two
observation to develop models with inputs and outputs required for their assembly into fHNMs.

First, we note that a mixed discretization [22] of a PDE such as (12) results in a discrete time dynamical
system that simultaneously evolves the state of the system and its flux. In the context of the Koopman operator
theory a similar effect can be achieved by including the flux as one of the observables. For more complicated
transmission operators this idea can be extended by including additional observables that represent all the
terms necessary to compute the transmission condition, or if applicable - the transmission operator itself.
The second observation is that a weak formulation of (12) with a Neumann boundary condition converts this
condition into a source term. This suggests to seek models having the general structure of a linear dynamical
system with inputs, i.e.,

xk+1 = Axk +Bgk , (13)

12

�̇� 𝑡 = 𝐀𝑥 𝑡 + 𝐁𝑔(𝑡)

J. Hanson, B. Paskaleva, E. Keiter, P. Bochev, and C. Hembree. A hybrid analytic-numerical compact model for radiation induced photocurrent effects. IEEE 
Transactions on Nuclear Science, 69(2):160–168, 2022.
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Dynamic Mode Decomposition model9

Collect samples:

Arrange samples:

Solve for A and B:

System identification step

DMD with control inputs

Truncate the SVD for S
(# modes to identify):

Truncate the SVD for X’
(# modes to model):

Final Model:

Order Reduction step

J. Hanson et al. Learning compact physics-aware delayed 
photocurrent models using dynamic mode decomposition. Statistical 
Analysis and Data Mining: The ASA Data Science Journal, 2020.
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A data-driven exponential time integrator10

A data-driven exponential time integrator

𝑢"#$ ≈ exp Δ𝑡𝑄 𝑢" + 𝑔"0
%"

%"$%

exp(𝑄𝑡"#$ − 𝜏)𝑑𝜏�̇� 𝑡 = 𝑄𝑢 𝑡 + 𝑔(𝑡)Discretized ADE:

𝒖!"# ≔ 𝐴𝒖! + 𝐵𝒈!
Φ Δ𝑡𝑄 =

1
Δ𝑡 𝑄

&$ exp Δ𝑡𝑄 − 𝐼 ETI dynamic term

ETI spatial term𝑄 = ℒ'()*
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After multiplying (9) by the inverse mass matrix and setting Q := M
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C this problem assumes the standard form

Üu(t) = Qu(t) + g(t) . (11)

We will use (11) to further refine the form of the generic model (3). To that end, let u(t
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(ETI) scheme
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We refer to � and Q as the dynamic and the spatial operators of ETI, respectively. These operators incorporate the physics
knowledge of the underlying model (2). Note that with A := (I+�t�Q) and B := �t�, the ETI scheme (16) has the canonical
form (3).

3.2 Training of the ETI model
We will train (16) by using samples of the internal state of the device in the quasi-neutral n-region representing the response
of this device to a collection of source terms {gs(x, t)}Ns

s=1. We assume that these samples are collected on uniformly spaced
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Learning strategy & properties:

• Spatial term: operator regression based on a weak Galerkin form

• Dynamic term: a DMD-like approach that works on pulse rather than time series

Bochev et al. Development of data-driven exponential 
integrators with application to modeling of delay 
photocurrents. Num. Meth. PDEs., 2021

• Good stability properties, requires less data than DMD

• It is possible to learn Φ and 𝑄 independently if 𝑢"=0 (usually true) 
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Projection-based ROM11

• We wish to project the high-dimensional state 𝒖 ∈ ℝ+&$ onto a low-dimensional hyperplane: ;𝒖 ≔ 𝑃𝒖 ∈ ℝ,

Discretize the ADE in 1D using finite elements: 

Full-Order Model (FOM):

• in the boundary current computed via gradient of shape functions: 

• Find a change of coordinates so that only a few of 𝑢$’s in the FOM are ”active” and most are near zero. 

• With P determined, we can compute the pushforward dynamics for 1𝒖 (r-dimensional system of ODEs). 

𝜕𝛿𝑝
𝜕𝑡 = 𝐷-

𝜕.𝛿𝑝
𝜕𝑥. − 𝜇-𝐸"

𝜕𝛿𝑝
𝜕𝑥 −

𝛿𝑝
𝜏-
+ 𝑔 𝑥, 𝑡 , 𝑥, 𝑡 ∈ Ω" × 𝑇

�̇� 𝑡 = 𝐴 + 𝐸 𝑡 𝐵 𝒖 𝑡 + 𝒈 𝑡
𝒖 𝑡 ≔ 𝑢# 𝑡 ,⋯ , 𝑢%&# 𝑡 ∈ ℝ%&# 𝑢/01 𝑥, 𝑡 = I

23$

+&$

𝑢2 𝑡 𝑣2 𝑥

𝜕𝛿𝑝
𝜕𝑥

𝑤", 𝑡 ← I
23$

+&$

𝑢2 𝑡
𝑑𝑣2
𝑑𝑥

𝑤"
𝜕𝛿𝑝
𝜕𝑥 𝑤", 𝑡

J. Hanson, B. Paskaleva, E. Keiter, P. Bochev, and C. Hembree. A hybrid 
analytic-numerical compact model for radiation induced photocurrent 
effects. IEEE Transactions on Nuclear Science, 69(2):160–168, 2022.
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Projection-based ROM12

• How do we identify P? Truncated SVD: 

where 0 < 𝑟 ≤ 𝑚 − 1 modes are preserved, and 𝑚 − 1 − 𝑟 modes are truncated. 

For an effective ROM we want: 𝑟 ≪ 𝑚 − 1

• Now 𝑃 = S𝑈4 and the reduced-order model (ROM) is a system of 𝑟 ODEs 

where 7𝐴 = 7𝑈'𝐴7𝑈 ∈ ℝ( × ( and 7𝐵 = 7𝑈'𝐵7𝑈 ∈ ℝ( × (

𝑋 =
| |
𝒖# ⋯ 𝒖*
| |

= 7𝑈 7𝑈+,-.
;Σ' 0
0 ;Σ+,-.'

;𝑉'
;𝑉+,-.' ≈ 7𝑈;Σ ;𝑉'

1̇𝒖 𝑡 = @𝐴 + 𝑬 𝑡 ;𝐵 1𝒖 𝑡 + 7𝑈'𝒈 𝑡

1𝒖 0 = 7𝑈'𝒖 0

𝒖 𝑡 ≈ 7𝑈1𝒖 𝑡
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Verification: synthetic device test13

Setting up the device: lightly doped diode

• 𝐷- = 1.19×10$𝑐𝑚./s - diffusion

• 𝜇- = 4.64×10.𝑐𝑚./𝑉𝑠 - carrier mobility

• 𝐿- = 1.54×10&.𝑐𝑚./𝑠 - diffusion length

• 𝜏- = 1.97×10&5𝑠 - carrier lifetime

• 𝐸 = −20𝑉/𝑐𝑚 or 𝐸 = 0 - electric field

N D P

Generation rate (source term):

• 1.0𝜇𝑠 step pulse, constant over the N-region: models irradiation of the entire device
• Dose rate 𝛾 = 106𝑟𝑎𝑑(𝑆𝑖)/𝑠
• Generation density = 4.3×10.. 𝑐𝑚&7/s. 

• 𝑥8 = 2𝐿- = 3.08×10&.𝑐𝑚 - length of the N-region
• 𝐶 = 10$9𝑐𝑚. - doping concentration 

Dimensions representative of 
discrete devices such as 

• Zener voltage regulator, 
• 1N6625 ultrafast rectifier, 
• 1N4148 switching diode

In all cases we run the simulation until 𝑡:2";< = 5𝜇𝑠.

We apply the DMD and ETI models to solve a radiation pulse test problem for a synthetic device described in 
C. L. Axness, B. Kerr, T. F. Wunsch.  J. Appl. Phys., 2004
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Synthetic device data used in the model development14

“The response most useful in experimental studies is that caused by a short pulse of radiation(1).”

Typical “experimental” data

𝐸 = −20𝑉/𝑐𝑚

• Our synthetic data will simulate device scans by 𝑁9 electron beams with 

• 𝑅 = 100~500𝜇𝑚, duration 𝑇 = 0.1~0.5𝜇𝑠, and dose rate 𝛾 = 10:𝑟𝑎𝑑(𝑆𝑖)/𝑠

• ”Experimental” data set obtained by solving ADE on a very fine mesh in the N-region

• ADE parameters set to correspond to a lightly doped diode:

1)Wirth & Rogers, IEEE Trans. Nucl. Sci. 11 (1964) 

𝐷% = 1.19×10.𝑐𝑚(/𝑠
𝐿% = 1.54×106(𝑐𝑚(/𝑠
𝜏% = 1.97×106;𝑠

N D P

• Training data sets for the model obtained by down-sampling this “experimental” data.

𝑥- = 2𝐿% = 3.08×106(𝑐𝑚
𝐸 = −20𝑉/𝑐𝑚 or 𝐸 = 0
𝐶 = 10.<𝑐𝑚(

𝐺= =
⋮ ⋯ ⋮
𝒈$= ⋱ 𝒈8&

=

⋮ ⋯ ⋮
; 𝑋= =

⋮ ⋯ ⋮
𝒖$= ⋱ 𝒖8&

=

⋮ ⋯ ⋮
; 𝒈2= , 𝒖2= ∈ 𝑹8

"
𝑁# - time series length
𝑁& - number of nodes

𝑘 = 0,1, … , 𝑁4

(Otherwise you may cause irreversible damage or even destroy your device) ☠
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Verification: DMD, ETI delayed photocurrent models for a synthetic device15

be used while simultaneously changing the field, and it is
easily apparent from Eqs. (20) and (21) below that the dif-
ference between two Heaviside pulses only approach zero
asymptotically if the parameters !p and "p are the same for
both pulses.

The photocurrent density for the n-type region in the
case where g!t"=g0 may be written in the form,

Jp!t" = Jp!#" − Ap#
n=1

#
e−antp$1 − !− 1"ne−"p!p%

an

$& !n%"2

!n%"2 + !"p!p"2
' , !20"

where Ap and the dimensionless coordinates are defined in
Table I. The steady-state solution, Jp!#", is derived in Ref.
10 as

Jp!#" = qg0Lp()1 + !p
2$cosh!"p)1 + !p

2" − e−"p!p%
sinh!"p)1 + !p

2"
− !p* .

!21"

We note that Eq. (20) is the same as that found in Ref. 8
(with corrections to typographical errors) if three of the
terms of Ref. 8 are identically zero. Confirmation that this is
the case is given Ref. 16. Details of the deviation of Eq. (21)
as derived from Eq. (20) are given in Appendix B. The cur-
rent density from the p-type region of the diode is the same
as Eq. (20) with an appropriate change of subscripts. Equa-
tion (21) is valid for both positive and negative fields. The
limiting behavior of this equation for infinite fields
!!p→ ±#" is evaluated in Appendix B. In the case where
!p→#, Jp approaches zero, the physical interpretation being
that an infinitely strong ohmic field opposing the direction of
carrier flow can stop all carrier diffusion. On the other hand,
lim!p→−#

Jp→qg0x1 is the statement that all carriers may be
collected from the undepleted region of the device if the
ohmic field is sufficiently strong. We note that most of the
analytic solutions to the transient radiation problems have
now been derived from the general solution and we have also
shown these solutions to converge to other appropriate solu-
tions in limiting cases.

Figure 3 shows the computed photocurrent density ver-
sus time from the undepleted n-type region of a lightly doped
diode irradiated by a 1 &s, 109 rad !Si/s" step pulse. The
photocurrent density is given by Eq. (20) and is a function of
the parameters "p, !p, an, Lp, and tp. The parameter "p is
varied by changing the undepleted n-type region width,
while the parameters Lp, Dp, and 'p are held constant at
1.54$10−2 cm, 1.2$102 cm2/s, and 2.0$10−4 s−1 for all
simulations. Two field conditions, corresponding to En=0
and En=−20 V/cm are contrasted. For small values of "p,
the undepleted n-type region is small, most of the generated
carriers are collected before recombination, and the current
reaches steady-state quickly. In this case there is a minimal
enhancement of collected carriers when an ohmic field is
applied to this region. Increasing the undepleted region width
(and "p) increases the total carrier collection but it takes
longer to attain a steady current. More carriers are lost
through recombination under these conditions, and effect of

the ohmic field enhancement is more pronounced. A steady-
state current is achieved sooner when an ohmic field is ap-
plied since the carriers transport at a higher, field-enhanced
velocity and an increase in steady current is observed since
carrier collection extends deeper into the device. Analysis
where the doping parameters are varied is more complex
since, in this case, all of the parameters vary. Reference 8
gives some examples.

The current density solutions developed here have been
applied to actual devices under irradiation with good results8

when the device and radiation source meet the mathematical
assumptions of this paper. Finally, we note that in carrying
out the mathematics, normalization of some of the param-
eters, such as the time, tends to produce parameter normal-
izations in space that characterize the solution. These param-
eters may be useful in the design of experiments and
numerical simulations.

V. EVALUATION FOR A MONOCHROMATIC LIGHT
SOURCE

The principle difference between light illumination and
irradiation by a radioactive source is that carrier generation is
not attenuated when the source is radioactive. Mathemati-
cally, the solutions for transient radiation are simpler than
those for light illumination since the source term is not spa-
tially dependent. Most investigations of the behavior of di-
odes illuminated by monochromatic light tend to concentrate
on the fast drift component from the depletion region, ignor-
ing the diffusive contribution from the quasineutral regions.
Djurić and Radjenović13 developed an open-circuit analytic
solution for the total current produced in the depletion region
of a p-i-n diode. Their solution assumes a linear field in the
depletion region, takes into account resistive loading and re-
flection from the back of the wafer, but ignores diffusive
contributions.

In this section we examine the response of a pn or junc-
tion photodiode under irradiation from a monochromatic

FIG. 3. Photocurrent density versus time from the undepleted n-type region
of a lightly doped diode irradiated by a 1 &s, 109 rad (Si)/s step pulse. The
photocurrent density is a function of the parameters "p, !p, an, Lp, and tp. "p
is varied by changing the n-type region length, while the parameters Lp, Dp,
and 'p are held constant at 1.54$10−2 cm, 1.2$102 cm2/s and 2.0
$10−4 s−1 for all simulations. Field conditions, corresponding to !p=0 and
!p=−6.0 are contrasted.
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• We use the models to estimate the delayed photocurrent contributed by the quasi-neutral N region Ω& of a 
lightly doped diode irradiated by 1.0𝜇𝑠,			10:𝑟𝑎𝑑(𝑆𝑖)/𝑠 step pulse. 

• We compare to published results by Axness et al. JAP, 2004 for the case 𝑥- = 2𝐿% (𝜉% = 2 in the figure).

𝐸 = 0

𝐸 = −20𝑉/𝑐𝑚

DMD modelETI model
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Validation: hybrid, ROM-based model for a Zener 5236 diode16

This PN junction intersects the 
surface of the die but this is 
unimportant because the 
breakdown voltage for this diode 
is greater than the Zener 
breakdown voltage.
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Periphery PN

Guard Ring PN

Zener PN

This PN junction is constrained to be at a constant depth 
and does not terminate at the edge or surface of the 
die.  The breakdown voltage variation is thus reduced.

• Complex 3D geometry: can be modeled synergistically in TCAD, 2D or 3D

• Physics-based compact modeling approach (Xyce Zener photocurrent model for QASPR)
o Break the device into three 1D PN-junctions: Zener, Guard Ring, Periphery
o Connect 2 TF photocurrent models to 2 of the PN diodes: Zener PN junction and Guard ring PN junction

• Our goal is to show that a hybrid, ROM-based model is as good as a state-of-the art analytic Fjeldly (TF) model
• Simplified setting with a single, Aggregated PN (APN) junction (Zener PN + Guard ring PN )
• Hybrid photocurrent model connected to the APN junction

Guard Ring
Zener

Guard Ring
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Photocurrent experimental set up (Little Mountain Test Facility)17

Photocurrent measurement schematic

Photocurrent data for a batch of Zener Diodes (Z5236) 
was collected as part of the QASPR project using the 
Medusa linear accelerator (LINAC) on the Little Mountain 
Test Facility (LMTF) 
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Photocurrent measurements (Little Mountain Test Facility)18

Shot # How used TD (rad) PW (s)

435 (Long) calibration 2250.9 4.95e-6

436 (Long) prediction 2272.3 4.95e-6

444 (Short) calibration 53.0 1.05e-7

445 (Short) prediction 53.5 1.04e-7

Total dose (TD) and pulse width (PW) for the 
LMTF LINAC Shots “Long”

“Short”
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a) ROM simulation of the excess carrier dynamics: We
solve3 (10) on [tc, tf ] with initial condition eu0 = eu(tc) to
obtain the ROM solution eu(tf ) 2 eVr, which approximates
the excess carrier concentration u(x, tf ) in ⌦n in terms of the
dominant dynamic modes, i.e., the columns of eUr.

b) Expansion to full state space: We apply the adjoint
projection P

T = eUr to map eu(tf ) 2 eVr into a full
state bu(tf ) = (buf,1, . . . , buf,m�1) = eUreu(tf ) 2 V, which
approximates the nodal values of u(x, tf ) at the interior mesh
nodes {xi}m�1

i=1 .
c) Lifting to V

h
0 (⌦n): We use the coefficients of bu(tf )

to define the finite element function

buh(x, tf ) =
m�1X

i=1

buf,ivi(x) , (12)

which is a piecewise differentiable approximation of u(x, tf ).
d) Computation of bI⌦n(tf ): The delayed photocurrent

I⌦n(tf ) is produced by the drift and/or diffusion of the excess
carriers from ⌦n into ⌦d. Thus, it is proportional to the flux

F (x, tf ) = �D
⇤
p@xu(x, tf ) + µ

⇤
pE(tf )u(x, tf ) (13)

of these carriers on the boundary x = wn between ⌦n and
⌦d. After accounting for the homogeneous Dirichlet condition
u(wn, tf ) = 0, we have that

I⌦n(tf ) = qAF (!n, tf ) = �qAD
⇤
p@xu(x, tf )

���
x=wn

. (14)

To calculate the ROM approximation bI⌦n(tf ) of (14) we
simply insert the finite element lifting buh(x, tf ) into (14), i.e.,

bI⌦n(tf ) := �qAD
⇤
p@xbuh(x, tf )

���
x=wn

. (15)

The procedure for bI⌦p(tf ) is similar except for a change in
sign to account for the negative electron charge. Assuming
that ⌦p = [0, wp], we then have

bI⌦p(tf ) := qAD
⇤
n@xbuh(x, tf )

���
x=0

. (16)

The reader may observe that the computation of (15) and
(16) does not require the entire lifted state buh but only its
restrictions onto the elements next to the interfaces between ⌦d

and the quasi-neutral regions. Thus, one can further improve
the efficiency of (11) by only computing the nodal values
buf,m�1 in ⌦n and buf,1 in ⌦p necessary to evaluate these
restrictions. These quantities are computed as the inner product
of the last (resp., first) column of the appropriate projection
P with the corresponding ROM solution eu(tf ).

To summarize, the hybrid compact model (11) includes
the algebraic formula (1) for the prompt photocurrent, two
systems of ODEs for the excess carrier dynamics in the quasi-
neutral regions, and a linear current readout map. Alongside
(11) we will also consider a hybrid FOM which uses the
full order solution uh(x, tf ) 2 V

h
0 of the ADE FOM (8) to

compute the approximations of the delayed photocurrents in
(15)–(16). This hybrid FOM serves a dual role: it will be used
to calibrate the model parameters in (3), and to provide an
accuracy benchmark for the hybrid compact model (11).

3The ROM (10) inherits the stiffness of its parent FOM, making implicit
time integration the preferred choice for its solution.

�
+ Vsource =

5.25V

Rin = 1k⌦

Cin =
1.45 µF

Rscope
= 50⌦

Fig. 2. Photocurrent measurement circuit schematic.

IV. SIMULATION RESULTS

This section compares the hybrid compact model (11) and
the analytic Fjeldly model [5] against photocurrent measure-
ments of four Z5236 Zener diodes collected on the MEDUSA
linear accelerator at the Little Mountain Test Facility (LMTF
LINAC), Hill AFB, Utah. The Fjeldly model has been im-
plemented in Sandia’s Xyce parallel circuit simulator [7].
Implementation of (11) is briefly discussed in Section IV-B.
Since both models use the same functional form to approx-
imate I⌦d(t), the differences in their predictions will stem
from the different treatments of the delayed photocurrents. The
Z5236 diode was chosen because its response has a significant
delayed component that can expose these differences.

A. Z5236 Zener diode experimental data

Our study uses data from four “shots” performed at the
LMTF LINAC in which the Z5236 devices were irradiated
with approximately rectangular “long” and “short” electron
beam pulses; see Table I for the pulse widths (PW ) and the
total doses (TD) for each shot. The total doses were recorded
in a parallel experiment using a silicon calorimeter measuring
the total energy deposited by a pulse.

TABLE I
TOTAL DOSE (TD) AND PULSE WIDTH (PW ) FOR LMTF LINAC SHOTS

Shot # TD (rad) PW (s) Shot # TD (rad) PW (s)

435 2250.9 4.95E-06 444 53.0 1.05E-07
436 2272.3 4.95E-06 445 53.0 1.04E-07

The data collected for each shot comprises a time series
{�N

k }, k = 1, . . . ,K, N 2 {435, 436, 444, 445} representing
the shape of the pulse and a set of four time series ({INk,i})4i=1

containing the photocurrent produced by each one of the four
devices in response to that pulse; see Fig. 3 for a typical data
set. The photocurrent was measured using the circuit in Fig. 2.
The raw data for {�N

k } was collected by a photo-conducting
detector (PCD) and is usually given as a voltage reading across
a current viewing resistor (CVR). As such, {�N

k } is a proxy
for the generation rate g(t) that describes its temporal profile
but not its magnitude. To convert the PCD signal into a time
series {gNk } approximating g(t), we use the formula

g
N
k =

�
N
kR

PW �N (t)dt
⇥ TD ⇥G; k = 1, . . . ,K , (17)

where �
N (t) is the piecewise linear interpolant of {�N

k } and
G is the electron-hole generation rate conversion factor for Si.
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IV. SIMULATION RESULTS

This section compares the hybrid compact model (11) and
the analytic Fjeldly model [5] against photocurrent measure-
ments of four Z5236 Zener diodes collected on the MEDUSA
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plemented in Sandia’s Xyce parallel circuit simulator [7].
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Z5236 diode was chosen because its response has a significant
delayed component that can expose these differences.
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LMTF LINAC in which the Z5236 devices were irradiated
with approximately rectangular “long” and “short” electron
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total doses (TD) for each shot. The total doses were recorded
in a parallel experiment using a silicon calorimeter measuring
the total energy deposited by a pulse.

TABLE I
TOTAL DOSE (TD) AND PULSE WIDTH (PW ) FOR LMTF LINAC SHOTS

Shot # TD (rad) PW (s) Shot # TD (rad) PW (s)

435 2250.9 4.95E-06 444 53.0 1.05E-07
436 2272.3 4.95E-06 445 53.0 1.04E-07

The data collected for each shot comprises a time series
{�N

k }, k = 1, . . . ,K, N 2 {435, 436, 444, 445} representing
the shape of the pulse and a set of four time series ({INk,i})4i=1

containing the photocurrent produced by each one of the four
devices in response to that pulse; see Fig. 3 for a typical data
set. The photocurrent was measured using the circuit in Fig. 2.
The raw data for {�N

k } was collected by a photo-conducting
detector (PCD) and is usually given as a voltage reading across
a current viewing resistor (CVR). As such, {�N

k } is a proxy
for the generation rate g(t) that describes its temporal profile
but not its magnitude. To convert the PCD signal into a time
series {gNk } approximating g(t), we use the formula

g
N
k =

�
N
kR

PW �N (t)dt
⇥ TD ⇥G; k = 1, . . . ,K , (17)

where �
N (t) is the piecewise linear interpolant of {�N

k } and
G is the electron-hole generation rate conversion factor for Si.

Time series describing the pulse profile 
collected by a photo conducting detector (PCD).  
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a) ROM simulation of the excess carrier dynamics: We
solve3 (10) on [tc, tf ] with initial condition eu0 = eu(tc) to
obtain the ROM solution eu(tf ) 2 eVr, which approximates
the excess carrier concentration u(x, tf ) in ⌦n in terms of the
dominant dynamic modes, i.e., the columns of eUr.

b) Expansion to full state space: We apply the adjoint
projection P

T = eUr to map eu(tf ) 2 eVr into a full
state bu(tf ) = (buf,1, . . . , buf,m�1) = eUreu(tf ) 2 V, which
approximates the nodal values of u(x, tf ) at the interior mesh
nodes {xi}m�1

i=1 .
c) Lifting to V

h
0 (⌦n): We use the coefficients of bu(tf )

to define the finite element function

buh(x, tf ) =
m�1X

i=1

buf,ivi(x) , (12)

which is a piecewise differentiable approximation of u(x, tf ).
d) Computation of bI⌦n(tf ): The delayed photocurrent

I⌦n(tf ) is produced by the drift and/or diffusion of the excess
carriers from ⌦n into ⌦d. Thus, it is proportional to the flux

F (x, tf ) = �D
⇤
p@xu(x, tf ) + µ

⇤
pE(tf )u(x, tf ) (13)

of these carriers on the boundary x = wn between ⌦n and
⌦d. After accounting for the homogeneous Dirichlet condition
u(wn, tf ) = 0, we have that

I⌦n(tf ) = qAF (!n, tf ) = �qAD
⇤
p@xu(x, tf )

���
x=wn

. (14)

To calculate the ROM approximation bI⌦n(tf ) of (14) we
simply insert the finite element lifting buh(x, tf ) into (14), i.e.,

bI⌦n(tf ) := �qAD
⇤
p@xbuh(x, tf )

���
x=wn

. (15)

The procedure for bI⌦p(tf ) is similar except for a change in
sign to account for the negative electron charge. Assuming
that ⌦p = [0, wp], we then have

bI⌦p(tf ) := qAD
⇤
n@xbuh(x, tf )

���
x=0

. (16)

The reader may observe that the computation of (15) and
(16) does not require the entire lifted state buh but only its
restrictions onto the elements next to the interfaces between ⌦d

and the quasi-neutral regions. Thus, one can further improve
the efficiency of (11) by only computing the nodal values
buf,m�1 in ⌦n and buf,1 in ⌦p necessary to evaluate these
restrictions. These quantities are computed as the inner product
of the last (resp., first) column of the appropriate projection
P with the corresponding ROM solution eu(tf ).

To summarize, the hybrid compact model (11) includes
the algebraic formula (1) for the prompt photocurrent, two
systems of ODEs for the excess carrier dynamics in the quasi-
neutral regions, and a linear current readout map. Alongside
(11) we will also consider a hybrid FOM which uses the
full order solution uh(x, tf ) 2 V

h
0 of the ADE FOM (8) to

compute the approximations of the delayed photocurrents in
(15)–(16). This hybrid FOM serves a dual role: it will be used
to calibrate the model parameters in (3), and to provide an
accuracy benchmark for the hybrid compact model (11).

3The ROM (10) inherits the stiffness of its parent FOM, making implicit
time integration the preferred choice for its solution.

�
+ Vsource =

5.25V

Rin = 1k⌦

Cin =
1.45 µF

Rscope
= 50⌦

Fig. 2. Photocurrent measurement circuit schematic.

IV. SIMULATION RESULTS

This section compares the hybrid compact model (11) and
the analytic Fjeldly model [5] against photocurrent measure-
ments of four Z5236 Zener diodes collected on the MEDUSA
linear accelerator at the Little Mountain Test Facility (LMTF
LINAC), Hill AFB, Utah. The Fjeldly model has been im-
plemented in Sandia’s Xyce parallel circuit simulator [7].
Implementation of (11) is briefly discussed in Section IV-B.
Since both models use the same functional form to approx-
imate I⌦d(t), the differences in their predictions will stem
from the different treatments of the delayed photocurrents. The
Z5236 diode was chosen because its response has a significant
delayed component that can expose these differences.

A. Z5236 Zener diode experimental data

Our study uses data from four “shots” performed at the
LMTF LINAC in which the Z5236 devices were irradiated
with approximately rectangular “long” and “short” electron
beam pulses; see Table I for the pulse widths (PW ) and the
total doses (TD) for each shot. The total doses were recorded
in a parallel experiment using a silicon calorimeter measuring
the total energy deposited by a pulse.

TABLE I
TOTAL DOSE (TD) AND PULSE WIDTH (PW ) FOR LMTF LINAC SHOTS

Shot # TD (rad) PW (s) Shot # TD (rad) PW (s)

435 2250.9 4.95E-06 444 53.0 1.05E-07
436 2272.3 4.95E-06 445 53.0 1.04E-07

The data collected for each shot comprises a time series
{�N

k }, k = 1, . . . ,K, N 2 {435, 436, 444, 445} representing
the shape of the pulse and a set of four time series ({INk,i})4i=1

containing the photocurrent produced by each one of the four
devices in response to that pulse; see Fig. 3 for a typical data
set. The photocurrent was measured using the circuit in Fig. 2.
The raw data for {�N

k } was collected by a photo-conducting
detector (PCD) and is usually given as a voltage reading across
a current viewing resistor (CVR). As such, {�N

k } is a proxy
for the generation rate g(t) that describes its temporal profile
but not its magnitude. To convert the PCD signal into a time
series {gNk } approximating g(t), we use the formula

g
N
k =

�
N
kR

PW �N (t)dt
⇥ TD ⇥G; k = 1, . . . ,K , (17)

where �
N (t) is the piecewise linear interpolant of {�N

k } and
G is the electron-hole generation rate conversion factor for Si.

Time series with photocurrent measurement
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solve3 (10) on [tc, tf ] with initial condition eu0 = eu(tc) to
obtain the ROM solution eu(tf ) 2 eVr, which approximates
the excess carrier concentration u(x, tf ) in ⌦n in terms of the
dominant dynamic modes, i.e., the columns of eUr.

b) Expansion to full state space: We apply the adjoint
projection P

T = eUr to map eu(tf ) 2 eVr into a full
state bu(tf ) = (buf,1, . . . , buf,m�1) = eUreu(tf ) 2 V, which
approximates the nodal values of u(x, tf ) at the interior mesh
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to define the finite element function
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which is a piecewise differentiable approximation of u(x, tf ).
d) Computation of bI⌦n(tf ): The delayed photocurrent

I⌦n(tf ) is produced by the drift and/or diffusion of the excess
carriers from ⌦n into ⌦d. Thus, it is proportional to the flux
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u(wn, tf ) = 0, we have that
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To calculate the ROM approximation bI⌦n(tf ) of (14) we
simply insert the finite element lifting buh(x, tf ) into (14), i.e.,
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The procedure for bI⌦p(tf ) is similar except for a change in
sign to account for the negative electron charge. Assuming
that ⌦p = [0, wp], we then have

bI⌦p(tf ) := qAD
⇤
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. (16)

The reader may observe that the computation of (15) and
(16) does not require the entire lifted state buh but only its
restrictions onto the elements next to the interfaces between ⌦d

and the quasi-neutral regions. Thus, one can further improve
the efficiency of (11) by only computing the nodal values
buf,m�1 in ⌦n and buf,1 in ⌦p necessary to evaluate these
restrictions. These quantities are computed as the inner product
of the last (resp., first) column of the appropriate projection
P with the corresponding ROM solution eu(tf ).

To summarize, the hybrid compact model (11) includes
the algebraic formula (1) for the prompt photocurrent, two
systems of ODEs for the excess carrier dynamics in the quasi-
neutral regions, and a linear current readout map. Alongside
(11) we will also consider a hybrid FOM which uses the
full order solution uh(x, tf ) 2 V
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0 of the ADE FOM (8) to

compute the approximations of the delayed photocurrents in
(15)–(16). This hybrid FOM serves a dual role: it will be used
to calibrate the model parameters in (3), and to provide an
accuracy benchmark for the hybrid compact model (11).

3The ROM (10) inherits the stiffness of its parent FOM, making implicit
time integration the preferred choice for its solution.
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IV. SIMULATION RESULTS

This section compares the hybrid compact model (11) and
the analytic Fjeldly model [5] against photocurrent measure-
ments of four Z5236 Zener diodes collected on the MEDUSA
linear accelerator at the Little Mountain Test Facility (LMTF
LINAC), Hill AFB, Utah. The Fjeldly model has been im-
plemented in Sandia’s Xyce parallel circuit simulator [7].
Implementation of (11) is briefly discussed in Section IV-B.
Since both models use the same functional form to approx-
imate I⌦d(t), the differences in their predictions will stem
from the different treatments of the delayed photocurrents. The
Z5236 diode was chosen because its response has a significant
delayed component that can expose these differences.

A. Z5236 Zener diode experimental data

Our study uses data from four “shots” performed at the
LMTF LINAC in which the Z5236 devices were irradiated
with approximately rectangular “long” and “short” electron
beam pulses; see Table I for the pulse widths (PW ) and the
total doses (TD) for each shot. The total doses were recorded
in a parallel experiment using a silicon calorimeter measuring
the total energy deposited by a pulse.

TABLE I
TOTAL DOSE (TD) AND PULSE WIDTH (PW ) FOR LMTF LINAC SHOTS

Shot # TD (rad) PW (s) Shot # TD (rad) PW (s)

435 2250.9 4.95E-06 444 53.0 1.05E-07
436 2272.3 4.95E-06 445 53.0 1.04E-07

The data collected for each shot comprises a time series
{�N

k }, k = 1, . . . ,K, N 2 {435, 436, 444, 445} representing
the shape of the pulse and a set of four time series ({INk,i})4i=1

containing the photocurrent produced by each one of the four
devices in response to that pulse; see Fig. 3 for a typical data
set. The photocurrent was measured using the circuit in Fig. 2.
The raw data for {�N

k } was collected by a photo-conducting
detector (PCD) and is usually given as a voltage reading across
a current viewing resistor (CVR). As such, {�N

k } is a proxy
for the generation rate g(t) that describes its temporal profile
but not its magnitude. To convert the PCD signal into a time
series {gNk } approximating g(t), we use the formula

g
N
k =

�
N
kR

PW �N (t)dt
⇥ TD ⇥G; k = 1, . . . ,K , (17)

where �
N (t) is the piecewise linear interpolant of {�N

k } and
G is the electron-hole generation rate conversion factor for Si.

Conversion to dose 
rate (model input)

Transformed PCD signal Photocurrent

→ 𝑔tu
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Model calibration19

Both the Fjeldly and the hybrid compact models are calibrated with 
respect to the same parameter sets:

• udiff*(pdn, ndn, pdp, ndp) carrier diffusion

• utau*(taun0, tauinfn, taup0, tauinfp) carrier lifetime

• devarea*area PN-junction area

• depfrac*wn N/P region depth

𝑀 = 𝐼3=+>&?@; − 𝐼/A$)*?@;
ℓ%
( + 𝐼3=+>&??? − 𝐼/A$)*???

ℓ%
(
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Fig. 3. Experimental data sets for Shot 435 (top) and Shot 444 (bottom).
Left column: processed PCD signal {gNk }. Right column: photocurrent
measurement {Ik,i} for one of the four Z5236 devices.

We divide the measurements into a training set comprising
data from Shots 435 and 444, which are used to calibrate the
models, and a testing set comprising data from Shots 436 and
445, which are used to evaluate the predictive capability of
the models.

B. Implementation of the hybrid compact model

The hybrid compact model (11), and the ADE FOMs and
ROMs required for its construction, have been implemented in
a Python research code. The ADE FOMs on ⌦n and ⌦p were
defined by partitioning each quasi-neutral region into 1024
uniform elements. Then we calibrated the resulting hybrid
FOM following the procedure in Section IV-C. Training data
for learning the dominant dynamic modes was generated by
solving the two ADE FOMs from the calibrated hybrid FOM
on ⌦n and ⌦p for a single 1 µs rectangular pulse providing
generation rate of 1028 e-h m�3 s�1, with an implicit multi-
step variable-order routine4 based on a backward differentia-
tion formula (BDF); cf. [11]. The ADE FOM solution on each
quasi-neutral region was then sampled on T = [0, 10 µs] using
s = 2000 equally spaced time points, yielding 1023 ⇥ 2000
sample matrices Xn and Xp, respectively. The accuracy of
the ADE ROMs included in the hybrid compact model (11) is
governed by the numbers rn and rp of leading singular values
retained in (9) for each quasi-neutral region. These numbers
determine the size of the ODE systems (10) on ⌦n and ⌦p

and their sum ⇢ = rn + rp is a measure of the complexity of
(11).

Figure 4 compares the hybrid compact model with rn =
1, 2, 3, 4 and rp = 1 to the hybrid FOM and experiment. We
choose rp = 1 because the photocurrent contributed from ⌦p

is significantly smaller than the photocurrent contributed from
⌦n, hence increasing the accuracy in ⌦p has minimal impact
on the accuracy of (11). This choice is validated by the error
plots in Fig. 4, which show that the overall accuracy is most

4This method is included by default in the scipy.integrate submod-
ule within the SciPy v1.5.1 package for Python 3.

TABLE II
CALIBRATED MODEL PARAMETERS

Model Hybrid Fjeldly
D⇤

p 7.24⇥ 10�4 4.34⇥ 10�3

⌧⇤p 1.44⇥ 10�6 5.99⇥ 10�7

⌧1p n/a 1.20⇥ 10�6

wn 1.92⇥ 10�4 1.07⇥ 10�4

A 6.87⇥ 10�8 4.92⇥ 10�8

D⇤
n 7.24⇥ 10�4 1.09⇥ 10�3

⌧⇤n 7.21⇥ 10�5 3.00⇥ 10�5

⌧1n n/a 6.00⇥ 10�5

wp 5.63⇥ 10�6 5.63⇥ 10�6

noticeably improved by increasing the accuracy of the ADE
ROM on ⌦n. Beyond single-digit values for rn, we observe
diminishing returns regarding overall accuracy, and the number
of additional modes required to improve the model accuracy
scales roughly exponentially; see, e.g., [6]. In particular, Fig. 4
shows that (11) with ⇢ = 5 can accurately represent the peak
photocurrent, which is an important consideration for circuit
simulations. For a comparison, the hybrid FOM model has a
total of 2⇥1023 = 2026 ODEs, meaning that (11) with rn = 4
and rp = 1 achieves a compression ratio of 1 : 405.

Remark 1: A theoretical error bound between the FOM
and ROM can be derived based on the Eckart-Young theorem
[3], which quantifies the spectral norm difference between
a matrix and its optimal low-rank (i.e., truncated singular
value) approximation. If desired, one could also incorporate
confidence intervals on the model parameters estimated during
FOM calibration to experiment to obtain an overall bound
on the model dynamics error (i.e., error in the right-hand
side of the system of ODEs). One can then propagate the
model dynamics error through the ODE via a variation of
parameters-like integral, which, given bounded inputs and
stable dynamics, converges over any time horizon. A more
in depth error analysis for similar data-driven reduced-order
models is a promising direction for a follow-up study.

C. Model calibration

To calibrate the hybrid FOM and the Fjeldly model we
define the training inputs to be the linear interpolants g

N
train(t)

of the time series {gNk }, N 2 {435, 444} representing the
generation rate. Likewise, we define the training outputs to be
the linear interpolants I

N
train(t) of the “mean device” response

given by the average of the photocurrent measurements in
{INk,i}4i=1, N 2 {435, 444}.

The model parameters are then obtained by minimizing a
loss function given by the Euclidean distance between the
training outputs and the model predictions I

N
model(t), N 2

{435, 444}, evaluated by sampling these functions over 500
equally spaced points in T = [0, 10 µs], i.e.,

Loss =
X

N=435,444

⇣ 500X

i=1

�
I
N
train(ti)� I

N
model(ti)

�2⌘1/2

To replicate the experimental setup at LMTF LINAC, the
outputs I

N
model(t) are “measured” via a circuit simulation im-

plementing the circuit depicted in Fig. 2. Table II shows the

• Hybrid model is calibrated at the FOM level (before extracting the ROM)

• The differences in the calibrated values are due to the different model form errors in the 
hybrid FOM model and the Fjeldly model. 

• The calibrated parameters should not be thought of as actual physical values corresponding to 
the device being tested due to the presence of the model form error. 

Error metric for models calibration:
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Calibration accuracy: hybrid vs. Fjeldly20

Shots 435 and 444 (calibration data set)
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Prediction accuracy: hybrid vs. Fjeldly21

Shots 436 and 445 (prediction data set)
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Compression ratio for the reduced order delayed photocurrent model22

ROMn=3,p=1 - system of 3+1=4 ODEs ⟹ 2048/4=512:1 compression ratio
ROMn=4,p=1 - system of  4+1=5 ODEs  ⟹ 2048/5~410:1 compression ratio

• ADE FOM defined by partitioning Ωn and Ωp into 1024 uniform elements: dim(FOM) = 1024*2=2048 ODEs
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Remarks23

Our model also took a much shorter time to develop: the main effort was writing the 1D Finite Element 
ADE code (<1 week). 

The hybrid ROM-based model was intended to provide a proof-of-principle: it does not utilize the full 
power of order reduction and uses the decomposition into delayed and prompt photocurrents, as 

well as the linear ADE (low injection rate assumption).

This choice was deliberate: we decided to to adopt the same physics basis as in the development of 
traditional compact analytic models for the following two main reasons. 

• First, by applying MOR in an “optimal” linear PDE setting where its properties are well-understood, we 
can assess the potential of the approach without the burden of developing a sophisticated nonlinear 
reduced order model from scratch. 

• Second, by using the same physics basis as in traditional analytic models enables a true apples-to-
apples comparison with state of the art analytic models. 

Our results indicate moderate, yet noticeable improvements in the predictions of the hybrid model. 
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Running data-driven models in production circuit simulators24

National 
Laboratories 

Software Ecosystem
(mostly C++)

Machine Learning 
Software Ecosystem

“75% of ML developers and 
data scientists use Python”

- State of the Developer Nation      
(Slashdata.co 2020) 

A recent Sandia ASC project (P. Kuberry - PI) aims to enable ML advancements to impact design 
phases of nuclear deterrence electrical systems via data-driven compact device models.
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Running data-driven models in production circuit simulators25

Xyce-PyMi is a Xyce Python Model Interpreter for enabling ML advancements in production 
circuit simulation software.

• P. Kuberry and E. Keiter. An embedded python model interpreter for Xycetm (Xyce-PyMi). 
Sandia Report SAND2021-9504, Sandia National Laboratories, 2021.

**************
* netlist for Operational Amplifier
**************
VDD 1 0 DC 2.5
R1 1 4 1e4
R2 1 5 1e4
R3 6 0 5e3
C1 4 0 5e-12
C2 5 0 5e-12
YGENEXT pyQ1 4 7 6
+ SPARAMS={NAME=MODULENAME,DATAFILE 

VALUE=../models/gmls_bjt_2N2222.py,../data/2N2222_alan.01.dat}
RQ1 7 2 50
YGENEXT pyQ2 5 8 6
+ SPARAMS={NAME=MODULENAME,DATAFILE 

VALUE=../models/gmls_bjt_2N2222.py,../data/2N2222_alan.01.dat}
RQ2 8 3 50
Em_plus 2 0 VALUE={1+50e-3*sin(2*pi*10*time)}
Em_minus 3 0 VALUE={1-50e-3*sin(2*pi*10*time)}

Example: Operational Amplifier with compact GMLS BJT model vs. Xyce’s Gummel-Poon BJT 



SAND2021-6264 PE

Implementation of the hybrid photocurrent model in Xyce via Xyce PyMi26

�̇� 𝑡 = 𝐴𝒖 𝑡 + 𝐸 𝑡 𝑁𝒖 𝑡 + 𝐵𝑔 𝑡
𝐼 𝑡 = 𝐶𝒖 𝑡 + 𝑤/ 𝑉 𝑡 𝐷𝑔 𝑡

𝐸 𝑡 ∝ 𝑉01 − 𝑉(𝑡)
𝑤/ 𝑉(𝑡) ∝ max(0, 𝑉01 − 𝑉(𝑡))

Translate math to Python code

• The ROM parameters are the 
reduced matrices, which could be 
stored in a pickle file, .csv, .txt, etc.

• The FOM parameters are calibrated 
to experiment via TCAD (or ”quasi-
TCAD”), then the ROM matrices are 
extracted automatically.
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Implementation of the hybrid photocurrent model in Xyce27

1. Model form definition  
(translate math to code):

…

2. Instantiate model (read in pre-
calibrated ROM matrices):

3. Import model instance into Xyce-PyMi
custom device definition template:

…

4. Plug radiation model into netlist (“YGENEXT”)
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Conclusions28

• Numerical data-driven approaches for compact photocurrent modeling can circumvent the need for simplifying 
analytic assumptions and approximations, yielding a “faithful-to-the-physics” model which is fast to develop and 
easy to implement.

• Reduced development time: model extraction from underlying data (DMD, ET) or FOM (ROM) is “automated”
• Main efforts can be concentrated on the development of FOMs and data acquisition

• Extraction of compact models from FOMs has multiple advantages:
• Compact models and FOMs reference the same physics.

• Reduces remodeling and produces more generalizable, more credible compact models.

• These models require less-per-instance calibration:

• Reduced calibration data gathering, formatting, and storage burdens.

• Accelerated end-to-end ModSym process.

• Follow-up work:

• Projection-based ROM utilizing polynomialization has been developed for the nonlinear ADE showing excellent results

• Use simple physics-based descriptions (which can achieve high compression ratios) and augment the model with perturbations 

(e.g., neural nets) to achieve a close fit to experimental measurements. 


